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13.0 OBJECTIVES

After studying this unit, you should be able to:

I comprehend the concept of probability,

I acquaint yourself with theterminology rel ated to probability,

I understand the probability rulesand their application in determining probability,

| differentiate between determination of probability under the condition of
statistical independence and stati stical dependence,

| apply probability conceptsand rulesto redl life problems, and
| appreciatetherelevance of the study of probability in decision making.

13.1 INTRODUCTION

In the previous units we have discussed the application of descriptive statistics.
The subject matter of probability and probability rules provide a foundation for
Inferential Statistics. There are various business situations in which the decision
makers are forced to apply the concepts of probability. Decision making in
various situations is facilitated through formal and precise expressions for the
uncertainties involved. For instance formal and precise expression of
stockmarket prices and product quality uncertainties, may go along way to help
analyse, and facilitate decision on portfolio and sales planning respectively.
Probability theory provides us with the means to arrive at precise expressions
for taking care of uncertaintiesinvolved in different situations.

This unit starts with the meaning of probability and its brief historical evolution.
Its meaning has been described. The next section covers fundamental concept
of probability aswell as three approaches for determining probability. These
approaches are : i) Classical approach; ii) Relative frequency of occurrence
approach, and iii) Subjective approach.
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Thereafter the addition rule for probability has been explained for both mutually
exclusive events and non-mutually exclusive events. Proceeding further the unit
addresses the important aspects of probability rules, the conditions of statistical
independence and statistical dependence. The concept of marginal, joint, and
conditional probabilities have been explained with suitable examples.

13.2 MEANING AND HISTORY OF PROBABILITY

Generaly, in day-to-day conversation the words, probability, possible, chance,
likelihood etc., are commonly used. You may have arough idea of what is
meant by these words. For example, we may come across the statements like:
the train may come late today, the chance of winning the cricket match etc. It
means there is uncertainity about the happening of the event(s). We livein a
world where we are unable to forecast the future with complete certainty. Our
need to cope with uncertainty leads us to the study and use of probability. In
statistics, the term probability is established by definition and is not related to
beliefs.

The concept of probability isasold as civilisation itself. Asyou know gambling
is an age-old malaise. Gamblers have used the probability concept to make
bets. The probability theory was first applied to gambling and later to other
socio-economic problems. The probability theory was later on applied to the
insurance industry, which evolved in the 19th century. This concept was used to
determine the premium to be charged on the basis of probabilistic estimates of
the life expectancy of the insurance policy holder. Consequently, the study of
probability was initiated at many learning centers for students to be equipped
with atool for better understanding of many socio-economic phenomenon.
Lately, the quantitative analysis has become the backbone of statistical
application in business decision making and research.

If the conditions of certainty only were to prevail, life would have been much
more simple. Asis obvious there are numerous real life situations in which
conditions of uncertainty and risk prevail. Consequently, we have to rely on the
theory of chance or probability in order to have a better idea about the possible
outcomes. There are social, economic and business sectors in which decision
making becomes areal challenge for the managers. They may be in the dark
about the possible consequences of their decisions and actions. Due to
increasing competitiveness the stakes have become higher and cost of making a
wrong decision has become enormous.

13.3 TERMINOLOGY

Before we proceed to discuss the fundamental concepts and approaches to
determining probability, let us now acquaint ourselves with the terminology
relevant to probability.

i) Random Experiment: A set of activities performed in ahomogenous
condition repetitively constitutesarandom experiment. It resultsin various
possi ble outcomes. An experiment, therefore, may beasingle-tria, two-tria, or
n-trial experiment. It may, thus, be noted that an experiment isdeterminedin
termsof the nature of trial and the number of timesthetrial isrepeated.



i) Trial and Events. To conduct an experiment onceistermed astrial, while Probability and
possi ble outcomes or combination of outcomesistermed as events. For Probability Rules
example, tossof acoinisatrial, and the occurence of either head or atail isan
event.

i) Sample Space: Theset of all possible outcomes of an experiment iscalled the
sample spacefor that experiment. For example, inasinglethrow of adice, the
samplespaceis(1, 2, 3,4, 5, 6).

iv) Collectively Exhaustive Events: It isthe set of all possible eventsthat can
result from an experiment. It isobviousthat the sumtotal of probability value of
each of these eventswill alwaysbe one. For example, inasingletossof afair
coin, the collectively exhaustive events are either head or tail. Since

PH) =05 and P(T) =05
0 P(H) + P(T) =05 + 05 = 1.0

v) Mutually Exclusive Events: Two eventsare said to be mutually exclusive
eventsif the occurence of oneevent impliesno possibility of occurence of the
other event. For example, inthrowing an unbiased dice, the occurence of the
number at the top preventsthe occurence of other numbersoniit.

vi) Equally Likely Events: When all the possi ble outcomes of an experiment
have an equal probability of occurance, such eventsarecalled equally likely
events. For example, in case of throwing of afair coin, we have already seen
that

P(Head) = P (Tail) = 0.5

Many common experiments in real life also can have events, which have all of
the above properties. The best example is that of a single toss of a coin, where
both the possible outcomes or events of either head or tail coming on top are
collectively exhaustive, mutually exclusive and equally likely events.

134 FUNDAMENTAL CONCEPTSAND
APPROACHESTO PROBABILITY

Let us, now, discuss the concepts and approaches to determine and interpret
probability. There are two fundamental concepts of probability. They are:

(i) Thevaueof probability of any event liesbetween 0to 1. Thismay be
expressed asfollows:
0<P(Event)<1

If thevalue of probability of an eventisequal to zero, then the eventisnever
expected to occur and if the probability valueisequal to one, theeventis
always expected to occur.

(i) Thesum of thesimpleprobabilitiesfor al possible outcomesof an activity must
beequal to one.

Before proceeding further, first of al, let us discuss different approaches to
defining probability concept.
Approachesto Probability

There are three approaches to determine probability. These are :
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a)

b)

Classical Approach: Theclassical approach to defining probability isbased on
the premisethat all possible outcomes or elementary eventsof experiment are
mutually exclusiveand equally likely. Theterm equally likely meansthat each of
all the possible outcomes has an equal chance of occurance. Hence, asper this
approach, the probability of occuring of any event ‘E’ isgivenas.

No. of outcomes where the event occurs [n(E)]

P(E) = :
Total no.of al possible outcomes (n(S)]

Thisapproachisasoknownas*A Priori’ probability aswhenweare
performing the event using afair coin, standard card, unbiased dice, thenwe
cantell in advancethe probability of happening of some event. We need not
perform the actual experiment to find the required probability.

Example: Whenwetossafair coin, the probability of getting ahead would be:

P(Head) = Total number of favourable outcomes 1 1
Tota no. of all possible outcomes 1+1 2

3
Similarly, when adiceisthrown, the probability of getting an odd number is s

OI‘1
>

Thepremisethat al outcomesare equally likely assumesthat the outcomesare
symmetrical. Symmetrical outcomesare possiblewhenacoinor adiebeing
tossed arefair. Thisrequirement restrictsthe application of probability only to
such experimentswhich giveriseto symmetrical outcomes. Theclassical
approach, therefore, provides no answer to problemsinvolving asymmetrical
outcomes. And we do come across such situationsmore ofteninreal life.

Thus, theclassicd approach to probability suffersfromthefollowing limitations:
i) The approach cannot be useful in such acase, whenitisnot possibleinthe
eventsto beconsidered “equally likely”. ii) It failsto deal with questionslike,
what isthe probability that abulb will burn out within 2,000 hours?What is the
probability that afemalewill die beforethe age of 50 years?etc.

Relative Frequency of Occurrence: Theclassical approach offersno
answer to probability in situationswhere outcomes of an experiment lack of
syummetry. Experiments of throwing adiewhichisloaded, or of tossingacoin
whichisbiased, fal beyond the purview of classial approach sincethese
experimentsdo not generate equally likely or symmetrical outcomes. Insuch
casesthe probability remains undefined. Failure of the classical approach on
this count hasmade way for therelative frequency approach. It wasin early
1800s, when severa British statisticians started defining probability from
statistical datacollected on birthsand deaths. This concept wasthen widely
used for calculating risk of loss of lifeaswell ascommercia insurance.
According to thisapproach, the probability isthe observed relative frequency of
aneventinavery largenumber of trials, when the conditionsare stable. This
method is utilised by taking relative frequencies of past occurrencesastheir
probabilities.

Example: Suposeaninsurance company knowsfrom available actuarial data,
that for all males50 yearsold, 30 out of 10,000 diewithinaone-year period.



Fromthisavailable datathe company can estimate the probability of death for Probability and
that agegroup as‘ P’ where, Probability Rules
30

= =0.003
10,000

Similarly, if theavailability of fair complexioned girlsis1in 20, thenthe

1
probability for that groupis: P= >0 0.05.

Thisapproach too haslimited practical utility because the computation of
probability requiresrepetition of an experiment alarge number of times. Thisis
practically true where an event occurs only once so that repetitive occurrences
under precisaly the same conditionsisneither possiblenor desirable.

Subjective Probability: The subjective approach to define probability was
introduced by Frank Ramehsin 1926 in hisbook “ The Foundation of
Mathematicsand Other Logical Essays’. The subjective approach makesup
for determining the probability of eventswhere experiments cannot be
performed repeatedly under the same conditions. According to thisapproach
probability isbased on the experience and the judgement of the person making
thisestimate. Thismay differ from person to person, depending onone's
perception of the situation and the past experience. Subjective probability can
be defined as based on the avail able evidence. Sometimes|ogic and past data
arenot so useful in determining the probability value, in those casesthe
subjective approach of the assesser isbeing used to find that probability. This
approachissoflexiblethat it may be applied in anumber of situationswhere
the earlier two approachesfail to offer asatisfactory answer.

Example: Suppose acommitee of experts constituted by the Government of
Indiaisfaced with the decision, whether to allow construction of anuclear
power plant on asitewhichiscloseto adensely populated area. They will have
to assign subjective probability to answer the question. “ What isthe probability
of anuclear accident at the site?” Obvioudly, neither of the previously discussed
approaches can be appliedinthiscase.

Impartantly, these three approaches compliment one another because where one
fails, the other takes over. However, al are identical in as much as probability
isdefined as aratio or aweight assigned to the likelylihood of occurrence of
an event.

Self Assessment Exercise A

1) What doesit mean when:

i) theprobability of aneventiszero.
ii) theprobability of aneventisone.

i) all the possible outcomes of an experiment have an equal chance of
occurance.

iv) thetwo eventsnot occurring simultaneoudly, have some elementscommon
to both.

2) You arebeing asked to draw one card from adeck of 52 cards. In these 52

cards, 4 categoriesexist namely: spade, club, diamond, and heart (i.e. 13 each).
So you can test your understanding of the concept by going through the



Probability and Hypothesis following cases by writing down yes/noin the second and third column given
Testing bdow:

Draws Mutually Collectively
Exclusive Exclusive

a) Drawaspadeandaclub
b) Draw an aceand athree
c¢) Drawaclubandanon-club

d) Drawa5andadiamond

13.5 PROBABILITY RULES

The related terms and concepts defining probability, which we have discussed
above, are needed to develop probability rules for different types of events.

The following rules of probability are useful for calculating the probability of an
event/events under different Situations.

13.5.1 Addition Rulefor Mutually Exclusive Events

If two events, A and B, are mutually exclusive, then the probability of
occurance of either A or B is given by the following formula:

P(A or B) = P(A 0 B) = P(A) + P(B) - P (A n B)

If A and B are mutually exclusive events, thisruleis depicted in Figure 13.1,

e

Figure: 13.1

The essential requirement for any two events to be mutually exclusive is that
there are no outcomes common to the occurance of both. This condition is
satisfied when sample space does not contain any outcome favourable to the
occurance of both A and B meansA n B=¢

Let us consider the following illustration to understand the concept.

[llustration 1: In a game of cards, where a pack contains 52 cards, 4
categories exist namely spade, club, diamond, and heart. If you are asked to
draw a card from this pack, what is the probability that the card drawn belongs
to either spade or club category.

Solution: Here, P (Spade or club) = P (Spades) + P (Club)

Where P (Spade) = — =L and P(Club) == =1

ereP (Spade) =, =7 andP(Club) =5 =7
1 1 1

10 [0 P (Spade or Club) =z+z=§



There is an important special case for any event E, either E happens or it does
not. So, the events E and not E are exhaustive and exclusive.

So,P(E) +P(notE)=1

or, P(E) =1-P(notE)

Sometimes P (not E) isalso written aseither P(E') =1— P(E)
So, P(E)=1-P(E')=1-P(E).

13.5.2 Addition Rulefor Non-Mutually Exclusive Events

Non-mutually exclusive (overlapping) events present another significant variant
of the additive rule. Two events (A and B) are not mutually exclusive if they
have some outcomes common to the occurance of both, then the above rule
has to be modified in order to account for the overlapping areas, asit is clear
from Figure 13.2. below.

P(A and B) = (A N B)
Figure: 13.2

In this situation, the probability of occurrence of event A or event B is given
by the formula

PAorB)y=P(AOB)=P(A)+P(B)—P (A and B)

where P (A and B) is the joint probability of events A and B, i.e., both
occuring together and is usually written as P (A n B).

Thus, it is clear that the probability of outcomes that are common to both the
eventsis to be subtracted from the sum of their smple probability.

Consider the following illustrations to understand the application of this concept.

[llustration 2: The event of drawing either a Jack or a spade from a well-
shuffled deck of playing cards. Find the probability.

Solution: These events are not mutually exclusive, so the required probability
of drawing a Jack or a spade is given by:

P (Jack or Spade) = P (Jack) + P (Spade) — P (Jack and Spade)
4 13 1 16 4

= + = = —
52 52 52 52 13
[llustration 3: The employees of a certain company have to elect one out of

five of their numbers for the employee—management relationship committee.
Details of these five were as follows:

Probability and
Probability Rules

1l
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Sex Age
Mae 40
Femde 2
Mae K7
Femde 45
Mae 0

Find the probability of selecting a representative that would be either male or
over 35.

Solution: P (Male or over 35) = P (Male) + P (over 35) — P (Mae and over
35)

= + — =

1_4
5 5

ol w
alnN

Salf Assessment Exercise B

1) Anurncontains 75 marbles: 35 areblue, and 25 of these bluemarblesare
swirled. Therest of them arered, and 30 of thered onesare swirled. The
marblesthat are not swirled are clear. What isthe probability of drawing:

a) A bluemarblefromtheurn?
b) A clear marblefromtheurn?
¢) A blue, swirled marble?

d) A red, clear marble?

e) A swirled marble?

Proceeding further with the multiplication rule, it is pertinent to discuss the
concept of statistical independency and statistical dependency of events.

13.6 PROBABILITY UNDER STATISTICAL
INDEPENDENCE

The two or more events are termed as statistically independent events, if the
occurrence of any one event does not have any effect on the occurrence of
any other event. For example, if afair coin is tossed once and suppose head
comes, then this event has no effect in any way on the outcome of second toss
of that same coin. Similarly, the results obtained by drawing hearts from a pack
has no effect in any way on the results obtained by throwing a dice. These
events thus are being termed as statistically independent events. There are
three trypes of probability under statistically independent case.



a) Margina Probability; prZLZtE,?ﬁt”y"yR 3{1;
b) Joint Probability;
¢) Conditiona Probability.

Let us discuss each one of them, one by one.

a) Marginal Probability Under Statistical | ndependence
A Margina/Simple/Unconditional probability isthe probability of the occurrence
of an event. For example, in afair coin toss, probability of having ahead is:

P(H)=%=05

Therefore, the marginal probability of an event (i.e. having a head) is 0.5.
Since, the subsequent tosses are independent of each other, therefore, it isa
case of statistical independence.

Another example can be given in athrow of afair die, the marginal probability
of the face bearing number 3, is:

P(3) = 1/6 = 0.166
Since, the tosses of the die are independent of each other, thisis a case of
statistical independence.
b) Joint Probability Under Statistical ndependence

Thisis aso termed as “Multiplication Rule of Probability”. In many
situations we are interested in finding out the probability of two or more events
either occurring together or in quick succession to each other, for this purpose
the concept of joint probability is used.

Thisjoint probability of two or more statistically independent events occurring
together is determined by the product of their margina probability. The
corresponding formula may be expressed as:

P(AandB) =P (A) x P(B)
Similarly, it can be extended to more than two events also as:
P(AandBand C) =P (A) x P(B) x P (C) and so on.

i.e P(AandBandCand ...) =P (A) xP(B) x P(C) x ...
For instance, when afair coin is tossed twice in quick succession, the
probability of head occuring in both the tosses is:

P(H, and H)) = P (H) x P (H)

=05%x05=025

Where, H, is the occurrence of head in 1% toss, and H, is the occurrence of
head in 2™ toss.

Take another example: When afair dieisthrown twice in quick succession,
then to find the probability of having 2 in the 1% throw and 4 in second throw

IS, given as;
S, J 3
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P (2 in 1% throw and 4 in 2" throw)
= P (2 in the 1% throw) x P (4 in the 2" throw)

N
66 36

¢) Conditional Probability Under the Condition of Statistical
Independence

The third type of probability under the condition of statistical independenceis
the Conditional Probability. It is symbolically written as P (A/B), i.e., the
conditional probability of occurrence of event A, on the condition that event B
has already occurred.

In case of statistical independence, the conditional probability of any event is
akin to its marginal probability, when both the events are independent of each
other.

Therefore, P (A/B) = P (A), and
P (B/A) = P (B).

For example, if we want to find out what is the probaility of heads coming up
in the second toss of afair coin, given that the first toss has already resulted in
head. Symbolically, we can writeit as:

P (H/H)
As, the two tosses are statistically independent of each other
0, P(H/H) =P (H)

The following table 13.1 summarizes these three types of probabilities, their
symbols and their mathematical formulae under statistical independence.

Table 13.1

Probability’s Type Symbol Formula
Margind P (A) P (A)

Joint P (AB) P (A) x P (B)
Conditiona P (B/A) P (B)

For example, if thefirst child of acoupleisadgirl to find the probability that
the second child will be a boy. In this case:

P (B/G) = P (B)

As both the events are independent of each other, the conditional probability of
having the second child as a boy on condition that their first child wasagirl, is
equal to the marginal probability of having the second child as a boy.

For example, take the case of rain in different states of India. Suppose, the
probability of having rain in different states of Indiais given as:

P (rainfal in Bihar) =0.8
P (rainfall in Uttar Pradesh) =0.75
P (rainfall in Rajasthan) =04

P (rainfall in Gujarat) =05




Then, to find out probability of having rainfall in Gujarat, on condition that Probability and
during this period, Bihar receives a heavy rainfall, is a case of statistical Probability Rules
independence, as both the events (rain in Gujarat and rain in Bihar) are quite

independent to each other. So, this conditional probability is equal to marginal

probability of having rainfall in Gujarat (which isequal to 0.5).

For example, an urn contains 3 white balls and 7 black balls. We draw a ball
from the Urn, replace it and then again draw a second ball. Now, we have to
find the probability of drawing a black ball in the second draw on condition that
the ball drawn in the first attempt was a white one.

Thisisacase of conditional probability, but isequal to the margina (smple)
probability, as the two drawn are independent events.

OP (B/W) = P (B) = 7/10 = 0.7
Self Assessment Exercise C
1) Whichof thefollowing pair of eventsare statistically independent ?
a) Thetimeuntil thefailure of awatch and of asecond watch marketed by

different companies—yes/no

b) Thelifespan of the current Indian PM and that of current Pakistani
President —Yes/no.

c) Thetakeover of acompany and ariseinthepriceof itsstock —Yes/no.

2) What isthe probability that acouple' ssecond child will be

a) Aboy, giventhat their first childwasagirl?
b) A girl, giventhat their first childwasagirl?

3) What isthe probability that in selecting two cardsone at atimefrom adeck
with replacement, the second card is
a) A facecard, giventhat thefirst card wasred?
b) Anace, giventhat thefirst card was aface card?

c) A blackjack, giventhat thefirst card wasared ace?

4) A bag contains32 marbles: 4 arered, 9 areblack, 12 areblue, 6 are yellow and
lispurple. Marblesaredrawn one at atimewith replacement. What isthe
probability that:

a) Thesecond marbleisyellow giventhefirst onewasyellow?
b) Thesecond marbleisyellow giventhefirst onewasblack?

¢) Thethird marbleispurplegiven both thefirst and second were purple?
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13.7 PROBABILITY UNDER STATISTICAL
DEPENDENCE

Two or more events are said to be statistically dependent, if the occurrence of
any one event affects the probability of occurrence of the other event.

There are three types of probability under statistical dependence case. They
are

a) Conditional Probability;
b) Joint Probability;
¢) Margina Probability

Let us discuss the concept of the three types.

a) Conditional Probability Under Condition of Statistical Dependence

We shall first discuss the concept of conditional probability, asit formsthe basis
for joint and marginal probabilities concept under statistical dependence.

The conditional probability of event A, given that the event B has already
occured, can be calculated as follows:

P(AB)
P(B)

where, P (AB) isthe joint probability of events A and B.

P(A/B)=

This is also referred to as Bayes Theorem.
Let us consider the following illustration to understand this concept.

[llustration 4: (i) A box containing 10 balls which have the following
distribution on the basis of colour and pattern.
| 3arecoloured and dotted.
I liscoloured and sptripped.
| 2aregrey and dotted.
I 4aregrey and stripped.
a) Supposesomeonedrawsacoloured ball from the box. Find what isthe
probability that itis(i) dotted and (ii) itisstripped ?

Solution: The problem can be expressed as P (D/C) i.e., the conditional
probability that the ball drawn is dotted given that it is coloured.

Now from the information given in the question.

(1) P(CD) = 3/10 = Joint Probability of drawn ball becoming acoloured aswell
asadotted one.



Similarly, P(CS) = /10, P(GD) = 2/10, and P(GS) = 4/10

So,=P(D/C) = P9

P(C)
where, P(C) = Probability of drawing acoloured ball fromthebox =4/10 (4
coloured ballsout of 10 balls).

~P(D/C) _3/10_ 0.75
4/10
i) Similarly, P(S/C) = Conditiona probability of drawing astripped ball onthe
condition of knowing that itisacoloured one.

_PC) 110 _ o
P(C) 4/10

Thus, the probability of coloured and dotted ball is0.75. Similarly, the
probability of coloured and stripped ball is 0.25.

b) Continuing the sameillustration, if we wish to find the probability of
(i) P (D/G) and (ii) P (S/G)

P(DG) _2/10 _1_ .

P(G) 6/10 3

Solution: i) P(D/G) =
where, P(G) = Total probability of grey balls, i.e., 6/10 and

P(SG) _4/10 _2_,
P(G) 6/10 3

iy (S/G) =

c) Similarly,tocaculate (i) P(G/D) and (ii) P(C/D)

P(GD) 2/10
P(D) 5/10

Solution: (i) P(G/D)=

P(CD) _3/10 _

and (i) P(C/P) =5 5y =530

d If wewishtofind (i) P(C/S) and (i) P (G/S),

P(CS 1/10

Solution: (i) F’(C/S)=%=%=o.2
y _P(GY _4/10 _
(ii) F’(G/S)——P(S) =10 08

b) Joint Probability Under the Condition of Statistical Dependence

Thisis an extension of the multiplication rule of probability involving two or
more events, which have been discussed in the previous section 13.6, for
calculating joint probability of two or more events under the statistical
independence condition.

The formulafor calculating joint probability of two events under the condition of
statistical independence is derived from the formula of Bayes' Theorem.

Probability and
Probability Rules

17
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Therefore, the joint probability of two statistically dependent events A and B is
given by the following formula:

P (AB) = P (A/B) x P (B)
or P (BA) = P (B/A) x P (A)
depending upon whether order of occurrence of two eventsis B, A or A, B.

Since, P (A/B) = P (B/A), So the product on the RHS of the formula must
also be equal to each other.

0 P (A/B) x P (B) = P (BIA) x P (A)

Notice that thisformulais not the same under conditions of statistical
independence, i.e., P (BA) = P(B) x P (A). Continuing with our previous
illustration 4, of abox containing 10 balls, the value of different joint
probabilities can be calculated as follows:

Converting the above general formulai.e., P (AB) = P (A/B) x P (B) into our
illustration and to the terms coloured, dotted, stripped, and grey, we would have
calculated the joint probabilities of P (CD), P (GS), P (GD), and P (CS) as
follows

) P(CD)=P(C/D)xP(D)=0.6x05=0.3
i) P(GS)=P(GIS)xP(S)=0.8%x05=0.4
iii) P(GD)=P(G/D)xP(D)=0.4x05=0.2
iv) P(CS)=P(C/S)xP(S)=0.2x05=0.1

Note: Thevaluesof P(C/D), P(G/S), P(G/D), and P (C/S) have been already
computed in conditiona probability under statistical dependence.
¢) Marginal Probability Under the Condition of Statistical Dependence

Finally, we discuss the concept of marginal probability under the condition of
statistical dependence. It can be computed by summing up all the probabilities
of those joint events in which that event occurs whose marginal probability we
want to calculate.

[llustration 5: Consider the previous illustration 4, to compute the marginal
probability under statistical dependence of the event: i) dotted balls occured, ii)
coloured balls occured, iii) grey balls occured, and iv) stripped balls occured.

Solution: i) We can obtain the marginal probability of the event dotted balls by
adding the probabilities of all the joint events in which dotted balls occured.

P (D) = P (CD) + P (GD) = 3/10 + 2/10 = 0.5

In the same manner, we can compute the joint probabilities of the remaining
events as follows:

i) P(C)=P(CD)+P(CS)=3/10+1/10=0.4
iii) P(G)=P(GD)+P(GS)=2/10+4/10=0.6

iv) P(S)=P(CS)+P(GS)=1/10+4/10=05



The following table 13.2 summarizes three types of probabilities, their symbols
and their mathematical formulae under statistical dependence.

Table 13.2: Probabilities under Statistical Dependence

Probability Type Symbol Formula
Marginal P (A) Sum of the probabilities of
joint eventsin which ‘A’
occurs
Joint P (AB) P (A/B) x P (B)
or
P (BA) P (B/A) x P (A)
Conditiona P (A/B) P (A/B) I P (B)
or
P (B/A) P (B/A) I P (A)

Salf Assessment Exercise D

1) Accordingtoasurvey, the probability that afamily ownstwo carsof annual
income greater than Rs. 35,000is0.75. Of the househol ds surveyed, 60 per
cent had incomesover Rs. 35,000 and 52 per cent had two cars. What isthe
probability that afamily hastwo carsand anincome over Rs. 35,000 ayear?

2) Giventhat P(A) = 3/14, P (B) = 1/6, P(C) = 1/3, P(AC) = 1/7 and P (B/C)
=5/21, find thefollowing probabilities. P (A/C), P(C/A), P(BC), P(C/B).

3) Atarestaurant, asocia worker gathersthefollowing data. Of thosevisiting the
restaurant, 59% are male, 32 per cent are alcoholicsand 21 per cent are male
alcoholics. What isthe probability that arandom malevisitor to therestaurant is
andcoholic?

13.8 BAYES THEOREM: REVISION OF A-PRIORI
PROBABILITY

Asdiscussed earlier, the basic objective of calculating probabilitiesisto facilitate
us in decision-making. For example, assume that you are a seller of winter
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garments. Obvioudly, you are interested in the demand of winter garments. To
help you in deciding on the amount you should stock for this winter, you have
computed the probability of selling different quantities and have noted that the
chance of selling a certain quantity is very high. Accordingly, you have taken
the decision to stock alarge quantity of the product. Suppose, when, finally the
season ends, you find that you are left with alarge quantity of stock. Then you
feel that the earlier probability calculation should be revised given the new
experience to help you to decide on the stock for the next winter. Similarly
situations exist where we are interested in an event on an on-going basis.
Every time some new information is available, we revise our probability. This
revision of probability with added information isformalised in the probability
theory in terms of atheorem called Bayes theorem. Bayes' theorem offers a
powerful statistical method of combining our evaluation of new information as
well as our prior estimate of the probability to create Posterior Probability.

Thus, probabilities before revision by Bayes' concept are termed as Priori
probabilities. Probabilities which have undergone revision in the light of
additional information by Bayes' rule are termed as Posterior probabilities or
revised probabilities which can be altered after additional information is
gathered.

Bayes theorem can beillustrated by the following figure.

Priori
probability
Bayes Posterior
Process > Probabilities
New
Information

(Source: Quantitative Analysis for Management; Render & Stair)

The origin of the concept of computing posterior probabilities with additional
information is attributable to the Reverend Thomas Bayes (1702-1761). Bayes
theorem is based on the formulafor conditional probability under statistical
dependence, discussed in section 13.7, i.e,,

P(A/B)
P(B)

P(A/B) =

It isworthwhile to note that revised probabilities are, thus, always conditional
probabilities.

Let us consider the following illustration to understand the application of Bayes
theorem.

[lustration 6: Suppose a box cantains afair (unbiased) and a loaded (biased)
dice. Naturally, the probability of having 3 on theroll of thefair dieis 1/6 =
0.166. However, the same probability on the loaded die is suppose 0.60.
Suppose, we do not have an idea of which one isloaded and which one is fair.
We select one die and roll it. The result comes out as 3. Now, we have this
new information which can be used it to find out the probability that the die
rolled was a (i) fair (ii) loaded.



Here, we have
P (L) =0.5; P(F) =0.5; P (3/F) = 0.166; and P (3/L) = 0.600.
Here, we are going to calculate the joint probabilities of P (3 and F) and P (3
and L), using the formula:
P (AB) = P (A/B) x P (B)
So,P(3and F) =P (3/F) x P (F) = 0.166 x 0.5 = 0.083 and
P(@BandL)=P(3/L) x P(L) =0.600 x 0.5=10.30
Further, we have to calculate the value of P (3), whichis:
P()=P(3F) +P(@3L)
=0.083 + 0.300 = 0.383

Now, we can find out the value of P (F/3), as well as P (L/3), by using the
formula

P(Fand3d 0083

PF3= PR 0333

=0.216 and

P(Land3) 0300

P="05  ~oas"

0.784

These two conditional probabilities are called the Revised/Posterior
Probability.

Our origina estimates of probability of fair die being rolled was 0.5 and
similarly for loaded die was again 0.5. But, with the single roll of the die, the
probability of the loaded die being rolled is given that 3 has appeared on the
top, increases to 0.78, while for rolled die to be the fair one decreases to 0.22.
This exampleillustrated the power of Bayes's theorem.

Salf Assessment Exercise E

1. Therearetwo machines, A and B, in afactory. Asper the past information,
these two machines produced 30% and 70% of items of output respectively.
Further, 5% of theitems produced by machineA and 1% produced by machine
B weredefective. If adefectiveitemisdrawn at random, what isthe
probability that the defectiveitem was produced by machine A or machine B?
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139 LET US SUM UP

At the beginning of this unit the historical evolution and the meaning of
probability has been discussed. Contribution of |eading mathematicians has been
highlighted. Fundamental concepts and approaches to determining probability
have been explained. The three approaches namely; the classical, the relative
frequency, and the subjective approaches are used to determine the probability
in case of risky and uncertain situation have been discussed.

Probability rulesfor calculating probabilities of different types of events have

been explained. Further the condition of statistical independence and statistical
dependence have been defined. Three types of probabilities namely: marginal,
joint and conditional under statistical independence and statistical dependence

have been explained. Finally, the Bayesian approach to the revision of a priori
probability in the light of additional information has been undertaken.

13.10 KEY WORDS

Bayes' Theorem: It gives us a formula that computes the conditional
probabilities when dealing with statistically dependent events.

Classical/Logical Approach: An objective way of assessing probabilistic value
based on logic.

Collectively Exclusive Event: Thisis the collection of all possible outcomes
of an experiment.

Conditional Probability: The probability of the happening of an event on the
condition that another event has aready occurred.

Dependent Event: Thisis the situation in which the occurrence of one event
affects the happening of another event.

Independent Event: Thisis the situation in which the occurrence of an event
has no effect on the probability of the occurrence of any other event.

Joint Probability: The probability of occuring of events together or in quick
succession

Mar ginal/Simple Probability: Asthe name suggests, it isthe simple
probability of occurrence of an event.

Mutually Exclusive Events: A situation in which only one event can occur
on any given trial/experiment. It means events that cannot occur together.

Posterior or Revised Probability: A probability value that results from new
or revised information of priori probabilities.

Priori Probability: A probability value determined before new/additional
information is obtained.

Probability: Any numerical value between 0 and 1, both inclusive, telling about
the likelihood of occurrence of an event.

Relative Frequency Approach: An objective way of determining probability
based on observing frequency over a number of trials.

Subjective Approach: A way of determining probability values based on
experience/judgement.



13.11 ANSWERSTO SELF ASSESSMENT
EXERCISES

A) 1. i)ltisanimpossibleevent
i) Itisan event which must occur
iil) They areequally likely events

iv) They aremutually exclusive events
2. a)No-Yes, b) No—Yes, ¢) No—-No; d) Yes-No
B) 1.a) 7/15; b)4/15; c) 11/15; d) 2/3; e) 11/15.

C) 1. a Ve, b) Yes, c) No.
2. al2 b)l2.
3. a) P(Face/Red)) =3/13
b) P (Ace/Face) = 1/13
c) P (Black Jack /Red Ace)) = 1/26.
4. a)6/32; b)6/32; c)1/32.

D) 1. Letl =income>Rs. 35,000; C=2cars
P(Candl)=P(C/l) P(l)=0.75(0.6) = 0.45.

2. 3/7; 2/3; 5/63; 10/21.
3. 0.356.

E) 1. MachineA =0.682; MachineB =0.318.

Supplementary Illustrations

1) If A and B aretwo non-mutually exclusive events, such that probability of
happening of event A is0.25, probability of the happening of event B is0.4 and
probability of happening of event A or B is0.5. Then we haveto find out the

value of probability of happening of both the eventstogether.

Here, we have

P(A)=0.25

P(B) = 0.40 and
P(AOB)=05thenP(AnB)=7?
P(AOB)=P(A)+P(B)—P(A n B)

Replacing given vauesinthiseguation, we have

05=025+0.40-P(A n B)
orP(AnB)=015

Probability and
Probability Rules

23



Probability and Hypothesis
Testing

24

2

3

4)

Find out the probability of at |east onetail onthreetossesof afair coin.
Asthereisonly one case, wherethereisnotail onthreecoins. Thiscaseisof
havingH,, H,, H,.
Now

PH,H,H)=P(H)*xP(H)*xP(H,)

=05x05%x0.5=0.125
[J To get theanswer, wejust need to subtract this probability from 1. So, that
our answex is.

=1-P(H,H,H,) =1-0.125=0.875

Here, the probability of at least one tail occurring in three consecutive
tossesis 0.875.

What isthe chance that anon-leap year contain 53 Mondays?

A non-leap year consists of 365 days, i.e., atotal 52 full weeks and one
extra day. So, a non-leap year contain 53 Mondays, only when that extra
day must also be a Monday.

But, as that day can be from any of the following set, viz., either Sunday
or Monday or Wednesday or Thursday or Friday or Saturday.

] . No.of favourableevents 1
So, the required probability 164 ng of outcomes 7

What isthe probability of having at |east one head on two tosses of afair coin?

The possible ways in which a head may occur are H, H,; H, T; T, H..
Each of these has a probability of 0.25.

AsP(H, H)=P(H,)) xP(H,)
=0.5x0.5=0.25.

The results are similar for P (H, T,) and P (T, H,) also. Since, the two
tosses are statistically independent events. Therefore, the probability of at
least one head on two tosses is 0.25 x 3 = 0.75.

Supposewe aretossing an unfair coin, wherethe probability of getting headin
atossis0.8. If wehaveto calcul ate the probability of having threeheadsin
three consecutivetrials

Then, asgiven
P(H)=0.8,0P(T)=0.2

Asgivenif P(H, H, H,) representsthe probability of having three headsin
threetrials.

And P (H, H, H,) = P(H)) x P(H,) x P(H,)
= 0.8 x 0.8 x 0.8 = 0.512



6)

If we have to calculate the probability of having three consecutive tailsin
threeftrias.

In that case P (T, T, T,) =P (T) x P(T,) x P (T)
=0.2x%x 0.2 x0.2=0.008
Let us consider an urn having 10 balls with descriptions given below:

4 are White (W) and lettered (L)

2 are White (W) and numbered (N)
3 are Yellow (Y) and lettered (L)

1 are Yellow (Y) and numbered (N).

Suppose at random one ball in picked out from the urn, then we have to
find out the probability that:

i) Theball islettered
i) Theball drawnislettered, giventhat itisyellow
For this, first of all, let us tabulate a series of useful probabilities.

P (WL) = 0.4
P(YL) =03
P (WN) = 0.2
P(YN) = 0.1

Al, P (W) =06

P (Y) = 0.4
P(L) =07
P(N) =03

As we also knew that:

P(W)=P(WL)+P(WN)=04+02=06
P(Y)=P(YL)+ P(YN)=03+0.1=04
P(L)=P(WL) + P(YL) =04+ 03 =07

ad P(N)=P(WN)+P(YN)=02+01=03
So, (i) (L) = 0.7

(ii) for P(L/Y) =

and P(C/D) =

7

PLY) _ Ezojs
P(Y) 04
P(CG) _3/10 _, .
P(D) 5/10

A manufacturing firm produces units of aproduct in three machines. Fromthe
past records, the proportions of defectives produced at each machinethe
following conditional probabilitiesare computed.

P(D/M,))=0.06; P(D/M,)=0.15 P(D/M,) =0.10.
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EventsM , M., M are unit produced in Machines 1, 2, and 3 respectively.
Event D isadefective unit.

Thefirst machine produces 30% of the units of the product, the second machine
20% and the third machine 50%. A unit of the product produced at one of these
machinesistested and found to be defective. What arethe probabilitiesthat the
defective unit was produced in any of thethree machines?

Solution: Here, we have
P(M,) =03, P(H,)=02, P(M,) = 0.5 (Check

P(M)+P(M,))+P(M,) =1, followsfromdefinition mutually exclusiveand
collectively exchaustive events).

andalso, P(D/M,)=0.06, P(D/H,)=0.15; P(D/M,) =0.10.

Now, we haveto calculatethejoint probabilitiesof P(D andM,), P(D andM.),
andP(D and M,), by using theformula:

P (AB) = P (A/B) x P (B)
0 P(DM,) =P (D/M,) x P(M,) =0.06 x 0.3=0.018

P(DM,)=P(D/M,)) xP(M,) =0.15x 0.2=0.03

P(DM,) =P (D/M,) x P(M,) =0.10 x 0.5=0.05
Further we can obtain P (D) by adding the above obtained joint probabilitiesi.e.,
P(D)=P (DM, +P(DM,) + P(DM,)

=0.018 +0.03 + 0.05=0.098

Finaly, we canfind at the values of P(M./D), P(M./D) and P(M./D)

P(M,andD)  0.018

P(M,/D)= - — 01837
P(D) 0.098
p(M, /D)= PMa0dD) - 003 455,
P(D) 0.098
P(M,/D)= - Ma2dD) _ 005 _ 5
P(D) 0.098
1.000

Thesethree conditiona probabilitiesare called the posterior probabilities.

Itisclear from therevised probability valuesthat the probabilities of defective
unitsproducedin M is0.18, M, is0.31 and M, is0.51 against the past
probabilities0.3, 0.2, and 0.5 respectively. And the probability that adefective
unit produced by thisfirmis0.098.



1312 TERMINAL QUESTIONSEXERCISES robanity Rules

1

2.

10.

Why do we study probability? Explainitsimportance and relevance.
Definethefollowing, using appropriate examples:

i) Equally likely events

i) Mutually exclusiveevents

iii) Tria and event

iv) Sample space

What arethe different approachesto probability? Explain with suitable
examples.

Stateand provethe addition rule of probability for two mutually exclusive
events.

Explainthetypesof probability under statistical independence.
Explaintheuseof Bayes theoremin probability.

Oneticket isdrawn at random from an urn containing tickets numbered from 1
to 50. Find out the probability that:
i) Itisamultipleof 5or7
ii) Itisamultipleof 4or 3

[Answer: 1) 17/50, i) 12/25]
If two dicearebeing rolled, then find out the probabilitiesthat:

i)  Thesum of the numbersshown onthediceis?.
ii) Thenumbersshown onthediceareequal.

i)  Thenumber shown by second dieisgreater than the number shown by the
firstdie.

[Answer: (i) /6 (ii) 1/6, (iii) 5/12]
(8) Findouttheprobability of getting head in athrow of afair coin.

(b) If two coinsaretossed once, what isthe probability of getting
(i) Both heads
(i) At least onehead ?
[Answer: (@) 1/2 (b) (i) /4 (ii) 3/4]

Giventhat P(A) = 3/14P (B) = 1/6, P(C) = 1/3, P(AC) = /7, P(B/C) = 5/21.
Find out thevaluesof P (A/C), P(C/A), P(B/C), P(C/B).

[Ans. 3/7, 2/3, 5/63, 10/21]
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11. AT.V. manufacturing firm purchasesacertain item from three suppliers X, Y
and Z. They supply 60%, 30% and 10% respectively. It isknown that 2%, 5%
and 8% of theitems supplied by the respective suppliersare defective. Ona
particular day, thefirm received itemsfrom three suppliers and the contents get
mixed. Anitemischosen at random:

a) What istheprobability that it isdefective?

b) If theitemisfound to bedefectivewhat isthe probability that it was
suppliedby X,Y,and Z?

[Ans. P(D) = 0.035 P (X/D) = 0.34, P(Y/D) = 0.43, and P (Z/D) = 0.23].

Note: Thesequestions/exerciseswill help you to understand the unit better.
Try towriteanswersfor them. But do not submit your answersto the
university for assessment. Thesearefor your practiceonly.
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